1. **Implement Recursive Depth First Search Algorithm. Read the undirected unweighted graph from a .csv file.**

CSV Format (example graph.csv):

A,B

A,C

B,D

C,D

D,E

import csv

# Function to read graph from CSV

def read\_graph\_from\_csv(file\_path):

graph = {}

with open(file\_path, 'r') as file:

reader = csv.reader(file)

for row in reader:

if not row or ',' not in row[0]:

continue

u, v = map(lambda x: x.strip().upper(), row[0].split(','))

if u not in graph:

graph[u] = []

if v not in graph:

graph[v] = []

graph[u].append(v)

graph[v].append(u)

return graph

graph = read\_graph\_from\_csv(file\_path)

print("Graph:", graph)

# Recursive DFS

def recursive\_dfs(graph, node, visited=None):

if visited is None:

visited = set()

visited.add(node)

print(node, end=' ')

for neighbor in graph.get(node, []):

if neighbor not in visited:

recursive\_dfs(graph, neighbor, visited)

# Provide your CSV file path here

file\_path = r"C:\Users\Vraj Shah\OneDrive\Desktop\graph.csv"

# Build the graph

graph = read\_graph\_from\_csv(file\_path)

# Optional: print the graph to check its structure

#print("Graph structure:", graph)

# Input starting node and validate

start\_node = input("Enter the starting node for DFS: ").strip().upper()

if start\_node not in graph:

print(f"Error: Node '{start\_node}' not found in the graph.")

else:

print("DFS traversal order:")

recursive\_dfs(graph, start\_node)

1. **Implement Non-Recursive Depth First Search Algorithm. Read the undirected unweighted graph from user.**

# Non-Recursive DFS for an Undirected Graph

def read\_graph():

graph = {}

n = int(input("Enter number of edges: "))

print("Enter each edge as a pair of nodes (e.g., A B):")

for \_ in range(n):

u, v = input().split()

if u not in graph:

graph[u] = []

if v not in graph:

graph[v] = []

graph[u].append(v)

graph[v].append(u) # because the graph is undirected

return graph

def non\_recursive\_dfs(graph, start):

visited = set()

stack = [start]

print("DFS traversal order:")

while stack:

node = stack.pop()

if node not in visited:

print(node, end=' ')

visited.add(node)

# Add neighbors in reverse sorted order to visit them in lexical order

for neighbor in sorted(graph[node], reverse=True):

if neighbor not in visited:

stack.append(neighbor)

# Example usage

graph = read\_graph()

start\_node = input("Enter the starting node for DFS: ")

non\_recursive\_dfs(graph, start\_node)

1. **Implement Breadth First Search Algorithm. Read the undirected unweighted graph from user.**

from collections import deque

# Function to read the graph from user

def read\_graph\_from\_user():

graph = {}

num\_edges = int(input("Enter the number of edges: "))

print("Enter each edge in the format 'node1 node2' (space separated):")

for \_ in range(num\_edges):

u, v = input().strip().split()

u = u.strip().upper()

v = v.strip().upper()

if u not in graph:

graph[u] = []

if v not in graph:

graph[v] = []

graph[u].append(v)

graph[v].append(u) # Undirected graph

return graph

# BFS Function

def bfs(graph, start\_node):

visited = set()

queue = deque()

visited.add(start\_node)

queue.append(start\_node)

while queue:

node = queue.popleft()

print(node, end=' ')

for neighbor in graph.get(node, []):

if neighbor not in visited:

visited.add(neighbor)

queue.append(neighbor)

# Main part

graph = read\_graph\_from\_user()

print("\nGraph structure:", graph)

start\_node = input("\nEnter the starting node for BFS: ").strip().upper()

if start\_node not in graph:

print(f"Error: Node '{start\_node}' not found in the graph.")

else:

print("\nBFS traversal order:")

bfs(graph, start\_node)

1. **Best First Search Algorithm – Directed| UnWeighted**

import heapq

def read\_graph\_from\_user():

graph = {}

for \_ in range(int(input("Enter the number of edges: "))):

u, v = input("Enter edge (start end): ").strip().upper().split()

graph.setdefault(u, []).append(v)

return graph

def read\_heuristics():

heuristics = {}

for \_ in range(int(input("Enter the number of nodes for heuristics: "))):

node, h = input("Enter node and heuristic (node h): ").strip().upper().split()

heuristics[node] = int(h)

return heuristics

def best\_first\_search(graph, heuristics, start, goal):

visited = set()

queue = [(heuristics[start], start)]

while queue:

\_, node = heapq.heappop(queue)

if node in visited:

continue

print(node, end=' ')

visited.add(node)

if node == goal:

print("\nGoal node reached!")

return

for neighbor in graph.get(node, []):

if neighbor not in visited:

heapq.heappush(queue, (heuristics[neighbor], neighbor))

print("\nGoal node not reachable.")

# Main

graph = read\_graph\_from\_user()

heuristics = read\_heuristics()

print("\nGraph structure:", graph)

print("Heuristic values:", heuristics)

start = input("\nEnter the starting node: ").strip().upper()

goal = input("Enter the goal node: ").strip().upper()

if start not in graph:

print(f"Error: Start node '{start}' not found in graph.")

elif goal not in heuristics:

print(f"Error: Goal node '{goal}' not found in heuristic values.")

else:

print("\nBest First Search traversal order:")

best\_first\_search(graph, heuristics, start, goal)

Enter the number of edges: 5

Enter edge (start end): A B

Enter edge (start end): A C

Enter edge (start end): B D

Enter edge (start end): C E

Enter edge (start end): D E

Enter the number of nodes for heuristics: 5

Enter node and heuristic (node h): A 4

Enter node and heuristic (node h): B 2

Enter node and heuristic (node h): C 3

Enter node and heuristic (node h): D 1

Enter node and heuristic (node h): E 0

Graph structure: {'A': ['B', 'C'], 'B': ['D'], 'C': ['E'], 'D': ['E']}

Heuristic values: {'A': 4, 'B': 2, 'C': 3, 'D': 1, 'E': 0}

Enter the starting node: A

Enter the goal node: E

Best First Search traversal order:

A B D E

Goal node reached!

1. **Best First Search Algorithm – Directed| Weighted**

# 5) Best FS Algo - Directed|Weighted

import heapq

# Read graph

def read\_graph():

graph = {}

for \_ in range(int(input("Enter number of edges: "))):

u, v, w = input("Edge (u v weight): ").upper().split()

graph.setdefault(u, []).append((v, int(w)))

return graph

# Read heuristics

def read\_heuristics():

return {node.upper(): int(h) for node, h in

(input("Node and Heuristic (node h): ").split() for \_ in range(int(input("Enter number of nodes: "))))}

# Best First Search

def best\_first\_search(graph, heuristics, start, goal):

visited, queue = set(), [(heuristics[start], start)]

while queue:

\_, node = heapq.heappop(queue)

if node in visited: continue

print(node, end=' ')

visited.add(node)

if node == goal:

print("\nGoal reached!")

return

for neighbor, \_ in graph.get(node, []):

if neighbor not in visited:

heapq.heappush(queue, (heuristics[neighbor], neighbor))

print("\nGoal not reachable.")

# Main

graph = read\_graph()

heuristics = read\_heuristics()

start, goal = input("Start node: ").strip().upper(), input("Goal node: ").strip().upper()

print("\nBest First Search Traversal:")

best\_first\_search(graph, heuristics, start, goal)

1. **Best First Search Algorithm – UnDirected| Weighted**

import heapq

def read\_graph():

g = {}

for \_ in range(int(input("Edges: "))):

u, v, w = input().upper().split()

g.setdefault(u, []).append((v, int(w)))

g.setdefault(v, []).append((u, int(w)))

return g

def read\_heuristics():

return {node.upper(): int(h) for node, h in

(input("Node Heuristic: ").split() for \_ in range(int(input("Nodes: "))))}

def best\_first\_search(g, h, start, goal):

visited, q = set(), [(h[start], start)]

while q:

\_, node = heapq.heappop(q)

if node in visited: continue

print(node, end=' ')

if node == goal:

print("\nGoal reached!")

return

visited.add(node)

for neighbor, \_ in g.get(node, []):

if neighbor not in visited:

heapq.heappush(q, (h[neighbor], neighbor))

print("\nGoal not reachable.")

g = read\_graph()

h = read\_heuristics()

start, goal = input("Start: ").upper(), input("Goal: ").upper()

print("\nBest First Search Traversal:")

best\_first\_search(g, h, start, goal)

Edges: 5

A B 4

A C 2

B D 5

C D 8

C E 10

Nodes: 5

Node Heuristic: A 7

Node Heuristic: B 6

Node Heuristic: C 2

Node Heuristic: D 1

Node Heuristic: E 0

Start: A

Goal: E

Best First Search Traversal:

A C E

Goal reached!

1. **Best First Search Algorithm – UnDirected| Weighted**

# 7) Best FS Algo - undirected| Unweighted

import heapq

def read\_graph():

g = {}

for \_ in range(int(input("Edges: "))):

u, v = input("Edge (u v): ").upper().split()

g.setdefault(u, []).append(v)

g.setdefault(v, []).append(u)

return g

def read\_heuristics():

return {node.upper(): int(h) for node, h in

(input("Node Heuristic: ").split() for \_ in range(int(input("Nodes: "))))}

def best\_first\_search(g, h, start, goal):

visited, q = set(), [(h[start], start)]

while q:

\_, node = heapq.heappop(q)

if node in visited: continue

print(node, end=' ')

if node == goal:

print("\nGoal reached!")

return

visited.add(node)

for neighbor in g.get(node, []):

if neighbor not in visited:

heapq.heappush(q, (h[neighbor], neighbor))

print("\nGoal not reachable.")

g = read\_graph()

h = read\_heuristics()

start, goal = input("Start: ").strip().upper(), input("Goal: ").strip().upper()

print("\nBest First Search Traversal:")

best\_first\_search(g, h, start, goal)

Edges: 5

Edge (u v): A B

Edge (u v): A C

Edge (u v): B D

Edge (u v): C D

Edge (u v): C E

Nodes: 5

Node Heuristic: A 7

Node Heuristic: B 6

Node Heuristic: C 2

Node Heuristic: D 1

Node Heuristic: E 0

Start: A

Goal: E

Best First Search Traversal:

A C E

Goal reached!

1. **A\* Algo – Directed|Weighted from CSV file**

**![](data:image/png;base64,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)**

import csv, heapq

def read\_graph\_and\_heuristics(path):

g, h = {}, {}

with open(path) as f:

next(f)

for row in csv.reader(f):

row = [x.strip() for x in row if x.strip() != ''] # Clean empty cells

if not row:

continue

if len(row) == 3:

u, v, w = row[0].upper(), row[1].upper(), int(row[2])

g.setdefault(u, []).append((v, w))

elif len(row) == 2:

node, heur = row[0].upper(), int(row[1])

h[node] = heur

return g, h

def a\_star(g, h, start, goal):

queue, visited = [(h.get(start, 0), 0, start)], set()

while queue:

\_, g\_val, node = heapq.heappop(queue)

if node in visited: continue

print(node, end=' ')

if node == goal: return print("\nGoal reached!")

visited.add(node)

for nei, cost in g.get(node, []):

if nei not in visited:

heapq.heappush(queue, (g\_val + cost + h.get(nei, 0), g\_val + cost, nei))

print("\nGoal not reachable.")

# Main

path = r"C:\Users\Vraj Shah\Downloads\sample\_graph\_exp 8.csv" # Your CSV path

graph, heuristics = read\_graph\_and\_heuristics(path)

start = input("Enter start node: ").strip().upper()

goal = input("Enter goal node: ").strip().upper()

print("\nA\* Traversal:")

a\_star(graph, heuristics, start, goal)

1. **A\* Algo – Directed | Wighted from user**

import heapq

def read\_graph():

g = {}; n = int(input("Edges? "))

for \_ in range(n):

u, v, w = input("From, To, Weight: ").upper().split()

g.setdefault(u, []).append((v, int(w)))

return g

def read\_heuristics():

return {input("Node: ").upper(): int(input("Heuristic: ")) for \_ in range(int(input("Nodes? ")))}

def a\_star(g, h, start, goal):

q, v = [(h.get(start, 0), 0, start)], set()

while q:

\_, g\_val, node = heapq.heappop(q)

if node in v: continue

print(node, end=' ')

if node == goal: return print("\nGoal reached!")

v.add(node)

for nei, cost in g.get(node, []):

if nei not in v:

heapq.heappush(q, (g\_val + cost + h.get(nei, 0), g\_val + cost, nei))

print("\nGoal not reachable.")

# Main

g, h = read\_graph(), read\_heuristics()

start, goal = input("Start: ").upper(), input("Goal: ").upper()

print("\nA\* Traversal:")

a\_star(g, h, start, goal)

Edges? 5

From, To, Weight: A B 1

From, To, Weight: A C 3

From, To, Weight: B D 1

From, To, Weight: C D 1

From, To, Weight: D E 5

Nodes? 5

Node: A 7

Heuristic: 7

Node: B

Heuristic: 6

Node: C

Heuristic: 2

Node: D

Heuristic: 1

Node: E

Heuristic: 0

Start: A

Goal: E

A\* Traversal:

A C D B E

Goal reached!

1. **A\* algo – undircted | weighted from CSV**
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import csv, heapq

def read\_graph\_heuristics(file):

g, h = {}, {}

with open(file) as f:

for r in csv.DictReader(f):

u = r['From'].strip().upper()

if r['Heuristic']: h[u] = int(r['Heuristic'])

if r['To']:

v, w = r['To'].strip().upper(), int(r['Weight'])

g.setdefault(u, []).append((v, w))

g.setdefault(v, []).append((u, w)) # Undirected

return g, h

def astar(g, h, start, goal):

q, seen = [(h.get(start, 0), 0, start)], set()

while q:

\_, g\_val, u = heapq.heappop(q)

if u in seen: continue

print(u, end=' ')

if u == goal: return print("\nGoal reached!")

seen.add(u)

for v, cost in g.get(u, []):

if v not in seen:

heapq.heappush(q, (g\_val + cost + h.get(v, 0), g\_val + cost, v))

print("\nGoal not reachable.")

# === Main ===

file = r"C:\Users\Vraj Shah\Downloads\sample\_astar\_graph\_exp 10.csv" # <- Put your file path here!

g, h = read\_graph\_heuristics(file)

start = input("Enter start node: ").strip().upper()

goal = input("Enter goal node: ").strip().upper()

print("\nA\* Traversal:")

astar(g, h, start, goal)

1. **A\* Algo - Undirected|Weighted from User**

import heapq

g, h = {}, {}

for \_ in range(int(input("Edges: "))):

u, v, w = input("From: ").upper(), input("To: ").upper(), int(input("Weight: "))

g.setdefault(u, []).append((v, w))

g.setdefault(v, []).append((u, w))

for \_ in range(int(input("Heuristic nodes: "))):

n = input("Node: ").upper()

h[n] = int(input(f"Heuristic {n}: "))

def astar(g, h, start, goal):

q, seen = [(h.get(start,0), 0, start)], set()

while q:

\_, gval, u = heapq.heappop(q)

if u in seen: continue

print(u, end=' ')

if u == goal: return print("\nGoal reached!")

seen.add(u)

for v, cost in g.get(u, []):

if v not in seen:

heapq.heappush(q, (gval+cost+h.get(v,0), gval+cost, v))

print("\nGoal not reachable.")

start = input("Start: ").strip().upper()

goal = input("Goal: ").strip().upper()

print("\nA\* Traversal:")

astar(g, h, start, goal)

Edges: 5

From: A

To: B

Weight: 1

From: A

To: C

Weight: 3

From: B

To: D

Weight: 1

From: C

To: D

Weight: 1

From: D

To: E

Weight: 5

Heuristic nodes: 5

Node: A

Heuristic A: 7

Node: B

Heuristic B: 6

Node: C

Heuristic C: 2

Node: D

Heuristic D: 1

Node: E

Heuristic E: 0

Start: A

Goal: E

A\* Traversal:

A C D B E

Goal reached!

1. **Implement Fuzzy set operations – union, intersection and complement. Demonstrate these operations with 3 fuzzy sets.**

# Define 3 fuzzy sets

A = {'x': 0.2, 'y': 0.5, 'z': 0.8}

B = {'x': 0.6, 'y': 0.4, 'z': 0.3}

C = {'x': 0.9, 'y': 0.7, 'z': 0.1}

# Union of two fuzzy sets

def fuzzy\_union(set1, set2):

return {k: max(set1.get(k,0), set2.get(k,0)) for k in set(set1) | set(set2)}

# Intersection of two fuzzy sets

def fuzzy\_intersection(set1, set2):

return {k: min(set1.get(k,0), set2.get(k,0)) for k in set(set1) | set(set2)}

# Complement of a fuzzy set

def fuzzy\_complement(set1):

return {k: round(1 - v, 2) for k, v in set1.items()}

# Display function

def display(title, fz\_set):

print(f"\n{title}:")

for k, v in fz\_set.items():

print(f"{k}: {v}")

# Perform operations

union\_AB = fuzzy\_union(A, B)

intersection\_BC = fuzzy\_intersection(B, C)

complement\_C = fuzzy\_complement(C)

# Display results

display("Union of A and B", union\_AB)

display("Intersection of B and C", intersection\_BC)

display("Complement of C", complement\_C)

1. **Implement Fuzzy set operations – union, intersection and complement. Demonstrate De Morgan’s Law ( Complement of Union) with 2 fuzzy sets.**

# Define 2 fuzzy sets

A = {'x': 0.3, 'y': 0.6, 'z': 0.8}

B = {'x': 0.7, 'y': 0.4, 'z': 0.5}

# Fuzzy Operations

def fuzzy\_union(set1, set2):

return {k: max(set1.get(k,0), set2.get(k,0)) for k in set(set1) | set(set2)}

def fuzzy\_intersection(set1, set2):

return {k: min(set1.get(k,0), set2.get(k,0)) for k in set(set1) | set(set2)}

def fuzzy\_complement(set1):

return {k: round(1 - v, 2) for k, v in set1.items()}

def display(title, fz\_set):

print(f"\n{title}:")

for k, v in fz\_set.items():

print(f"{k}: {v}")

# Operations

union\_AB = fuzzy\_union(A, B)

complement\_union = fuzzy\_complement(union\_AB)

complement\_A = fuzzy\_complement(A)

complement\_B = fuzzy\_complement(B)

intersection\_complements = fuzzy\_intersection(complement\_A, complement\_B)

# Display

display("Set A", A)

display("Set B", B)

display("Union of A and B", union\_AB)

display("Complement of (A ∪ B)", complement\_union)

display("Complement of A", complement\_A)

display("Complement of B", complement\_B)

display("Intersection of complements (¬A ∩ ¬B)", intersection\_complements)

# Verify De Morgan's Law

print("\nDe Morgan's Law Verified:", complement\_union == intersection\_complements)

1. **Implement Fuzzy set operations – union, intersection and complement. Demonstrate De Morgan’s Law ( Complement of Intersection) with 2 fuzzy sets.**

# Fuzzy Set Operations (Short Version)

A = {'x1': 0.2, 'x2': 0.7, 'x3': 1.0}

B = {'x1': 0.5, 'x2': 0.4, 'x3': 0.9}

print("Set A:", A)

print("Set B:", B)

# Operations

union = {x: max(A.get(x, 0), B.get(x, 0)) for x in set(A) | set(B)}

intersection = {x: min(A.get(x, 0), B.get(x, 0)) for x in set(A) | set(B)}

complement\_A = {x: 1 - A[x] for x in A}

complement\_B = {x: 1 - B[x] for x in B}

print("\nUnion (A ∪ B):", union)

print("Intersection (A ∩ B):", intersection)

print("Complement of A (A'):", complement\_A)

print("Complement of B (B'):", complement\_B)

# De Morgan's Law

comp\_intersection = {x: 1 - intersection[x] for x in intersection}

union\_complements = {x: max(complement\_A.get(x, 0), complement\_B.get(x, 0)) for x in set(complement\_A) | set(complement\_B)}

print("\nComplement of (A ∩ B):", comp\_intersection)

print("Union of (A' ∪ B'):", union\_complements)

print("\n De Morgan's Law Verified!" if comp\_intersection == union\_complements else "\n❌ De Morgan's Law Failed!")

1. Implement any two-player game ( Modified Tic-Tac-Toe, Nim Game, Connect Four Game or Gomoku Game ) using min-max algorithm such that in every play either computer wins or it is a draw.

# Modified Tic-Tac-Toe (Minimax AI)

import math

def print\_board(board):

for row in board:

print(" | ".join(row))

print("-" \* 5)

def check\_winner(board):

for line in board + list(zip(\*board)) + [[board[i][i] for i in range(3)], [board[i][2-i] for i in range(3)]]:

if all(cell == 'X' for cell in line):

return 'X'

if all(cell == 'O' for cell in line):

return 'O'

return None if any(cell == ' ' for row in board for cell in row) else 'Draw'

def minimax(board, is\_maximizing):

winner = check\_winner(board)

if winner == 'O': return 1

if winner == 'X': return -1

if winner == 'Draw': return 0

best\_score = -math.inf if is\_maximizing else math.inf

for i in range(3):

for j in range(3):

if board[i][j] == ' ':

board[i][j] = 'O' if is\_maximizing else 'X'

score = minimax(board, not is\_maximizing)

board[i][j] = ' '

best\_score = max(score, best\_score) if is\_maximizing else min(score, best\_score)

return best\_score

def best\_move(board):

move = None

best\_score = -math.inf

for i in range(3):

for j in range(3):

if board[i][j] == ' ':

board[i][j] = 'O'

score = minimax(board, False)

board[i][j] = ' '

if score > best\_score:

best\_score = score

move = (i, j)

return move

# Main Game Loop

board = [[' ']\*3 for \_ in range(3)]

print("Welcome to Modified Tic-Tac-Toe!")

print\_board(board)

while True:

# Player move

try:

row, col = map(int, input("\nEnter your move (row and column 0-2): ").split())

if board[row][col] != ' ':

print("Invalid move! Cell occupied.")

continue

board[row][col] = 'X'

except (ValueError, IndexError):

print("Invalid input! Enter row and column between 0-2.")

continue

print\_board(board)

if (result := check\_winner(board)):

print("\nResult:", result)

break

# Computer move

i, j = best\_move(board)

board[i][j] = 'O'

print("\nComputer's move:")

print\_board(board)

if (result := check\_winner(board)):

print("\nResult:", result)

break

1. **Implement any two-player game ( Modified Tic-Tac-Toe, Nim Game, Connect Four Game or Gomoku Game ) using min-max algorithm such that in every play either computer loses or it is a draw.**

import random

def print\_board(board):

for row in board:

print(" | ".join(row))

print("-" \* 5)

def check\_winner(board):

lines = board + list(zip(\*board)) + [[board[i][i] for i in range(3)], [board[i][2-i] for i in range(3)]]

for line in lines:

if all(cell == 'X' for cell in line):

return 'X'

if all(cell == 'O' for cell in line):

return 'O'

return None if any(cell == ' ' for row in board for cell in row) else 'Draw'

# BAD Minimax: Computer makes random valid moves

def bad\_move(board):

empty = [(i, j) for i in range(3) for j in range(3) if board[i][j] == ' ']

return random.choice(empty) if empty else None

# Main Game

board = [[' ']\*3 for \_ in range(3)]

print("Welcome to Modified Tic-Tac-Toe (Computer loses or draws)!")

print\_board(board)

while True:

# Player move

try:

row, col = map(int, input("\nEnter your move (row and column 0-2): ").split())

if board[row][col] != ' ':

print("Invalid move! Cell occupied.")

continue

board[row][col] = 'X'

except (ValueError, IndexError):

print("Invalid input! Enter row and column between 0-2.")

continue

print\_board(board)

if (result := check\_winner(board)):

print("\nResult:", result)

break

# Computer bad move

move = bad\_move(board)

if move:

i, j = move

board[i][j] = 'O'

print("\nComputer's move:")

print\_board(board)

if (result := check\_winner(board)):

print("\nResult:", result)

break

1. **Implement a simple Multi-Layer Perceptron with N binary inputs, two hidden layers and one binary output. Display the final weight matrices, bias values and the number of steps. Note that random values are assigned to weight matrices and bias in each step.**

import numpy as np

# Activation function: Sigmoid

def sigmoid(x):

return 1 / (1 + np.exp(-x))

# Derivative of Sigmoid (for backpropagation)

def sigmoid\_derivative(x):

return x \* (1 - x)

# Function to create a simple MLP

def simple\_mlp(N, max\_steps=10000, learning\_rate=0.1):

# Generate random binary inputs (X) and expected outputs (y)

X = np.random.randint(0, 2, (N, N)) # N samples, N features

y = np.random.randint(0, 2, (N, 1)) # N samples, 1 output

# Randomly initialize weights and biases

np.random.seed()

w1 = np.random.uniform(-1, 1, (N, N)) # Input to hidden1

b1 = np.random.uniform(-1, 1, (1, N))

w2 = np.random.uniform(-1, 1, (N, N)) # hidden1 to hidden2

b2 = np.random.uniform(-1, 1, (1, N))

w3 = np.random.uniform(-1, 1, (N, 1)) # hidden2 to output

b3 = np.random.uniform(-1, 1, (1, 1))

steps = 0

for step in range(max\_steps):

steps += 1

# Forward Pass

z1 = np.dot(X, w1) + b1

a1 = sigmoid(z1)

z2 = np.dot(a1, w2) + b2

a2 = sigmoid(z2)

z3 = np.dot(a2, w3) + b3

output = sigmoid(z3)

# Compute Error

error = y - output

if np.mean(np.abs(error)) < 0.01: # Stop if error is small enough

break

# Backward Pass

d\_output = error \* sigmoid\_derivative(output)

d\_hidden2 = d\_output.dot(w3.T) \* sigmoid\_derivative(a2)

d\_hidden1 = d\_hidden2.dot(w2.T) \* sigmoid\_derivative(a1)

# Update Weights and Biases

w3 += a2.T.dot(d\_output) \* learning\_rate

b3 += np.sum(d\_output, axis=0, keepdims=True) \* learning\_rate

w2 += a1.T.dot(d\_hidden2) \* learning\_rate

b2 += np.sum(d\_hidden2, axis=0, keepdims=True) \* learning\_rate

w1 += X.T.dot(d\_hidden1) \* learning\_rate

b1 += np.sum(d\_hidden1, axis=0, keepdims=True) \* learning\_rate

# Display final results

print("Final Weights and Biases after training:\n")

print(f"w1 (Input -> Hidden Layer 1):\n{w1}\n")

print(f"b1 (Hidden Layer 1 bias):\n{b1}\n")

print(f"w2 (Hidden Layer 1 -> Hidden Layer 2):\n{w2}\n")

print(f"b2 (Hidden Layer 2 bias):\n{b2}\n")

print(f"w3 (Hidden Layer 2 -> Output):\n{w3}\n")

print(f"b3 (Output bias):\n{b3}\n")

print(f"Total number of steps taken: {steps}")

# Example: Let's run with N=4 inputs

simple\_mlp(N=4)

1. **Implement a simple Multi-Layer Perceptron with 4 binary inputs, one hidden layer and two binary outputs. Display the final weight matrices, bias values and the number of steps. Note that random values are assigned to weight matrices and bias in each step.**

import numpy as np

# Step activation function

def step\_function(x):

return np.where(x >= 0, 1, 0)

# Define MLP parameters

input\_size = 4

hidden\_size = 5 # You can choose any number for hidden neurons

output\_size = 2

# Random weight initialization

W1 = np.random.randn(input\_size, hidden\_size)

b1 = np.random.randn(hidden\_size)

W2 = np.random.randn(hidden\_size, output\_size)

b2 = np.random.randn(output\_size)

# Dummy input data (4 binary inputs)

X = np.random.randint(0, 2, (1, input\_size))

steps = 0

output = None

while True:

steps += 1

# Forward pass

hidden\_input = np.dot(X, W1) + b1

hidden\_output = step\_function(hidden\_input)

final\_input = np.dot(hidden\_output, W2) + b2

final\_output = step\_function(final\_input)

# If final output is binary (0 or 1) for both outputs, break

if np.all((final\_output == 0) | (final\_output == 1)):

output = final\_output

break

else:

# Randomize weights and biases again

W1 = np.random.randn(input\_size, hidden\_size)

b1 = np.random.randn(hidden\_size)

W2 = np.random.randn(hidden\_size, output\_size)

b2 = np.random.randn(output\_size)

# Display results

print("Input X:\n", X)

print("\nFinal hidden layer weights W1:\n", W1)

print("\nFinal hidden layer bias b1:\n", b1)

print("\nFinal output layer weights W2:\n", W2)

print("\nFinal output layer bias b2:\n", b2)

print("\nFinal output:\n", output)

print("\nTotal steps taken:", steps)

1. **Implement a simple Multi-Layer Perceptron with N binary inputs, two hidden layers and one output. Use backpropagation and Sigmoid function as activation function.**

import numpy as np

# Sigmoid activation and its derivative

def sigmoid(x):

return 1 / (1 + np.exp(-x))

def sigmoid\_derivative(x):

return x \* (1 - x)

# Define MLP structure

N = 4 # Number of inputs (you can change N easily)

hidden1\_size = 5

hidden2\_size = 3

output\_size = 1

# Random weight initialization

W1 = np.random.randn(N, hidden1\_size)

b1 = np.random.randn(hidden1\_size)

W2 = np.random.randn(hidden1\_size, hidden2\_size)

b2 = np.random.randn(hidden2\_size)

W3 = np.random.randn(hidden2\_size, output\_size)

b3 = np.random.randn(output\_size)

# Dummy training data (binary inputs and binary output)

X = np.random.randint(0, 2, (10, N)) # 10 samples

y = np.random.randint(0, 2, (10, 1))

# Training parameters

epochs = 5000

learning\_rate = 0.1

# Training using Backpropagation

for epoch in range(epochs):

# Forward pass

z1 = np.dot(X, W1) + b1

a1 = sigmoid(z1)

z2 = np.dot(a1, W2) + b2

a2 = sigmoid(z2)

z3 = np.dot(a2, W3) + b3

output = sigmoid(z3)

# Compute error

error = y - output

# Backward pass

d\_output = error \* sigmoid\_derivative(output)

d\_hidden2 = np.dot(d\_output, W3.T) \* sigmoid\_derivative(a2)

d\_hidden1 = np.dot(d\_hidden2, W2.T) \* sigmoid\_derivative(a1)

# Update weights and biases

W3 += learning\_rate \* np.dot(a2.T, d\_output)

b3 += learning\_rate \* np.sum(d\_output, axis=0)

W2 += learning\_rate \* np.dot(a1.T, d\_hidden2)

b2 += learning\_rate \* np.sum(d\_hidden2, axis=0)

W1 += learning\_rate \* np.dot(X.T, d\_hidden1)

b1 += learning\_rate \* np.sum(d\_hidden1, axis=0)

# Final Results

print("\nTraining complete!")

print("\nFinal Input X:\n", X)

print("\nExpected Output y:\n", y)

print("\nFinal Output after training:\n", np.round(output))

print("\nFinal Weights and Biases:")

print("\nW1:\n", W1)

print("\nb1:\n", b1)

print("\nW2:\n", W2)

print("\nb2:\n", b2)

print("\nW3:\n", W3)

print("\nb3:\n", b3)

1. **Implement a simple Multi-Layer Perceptron with N binary inputs, two hidden layers and one output. Use backpropagation and ReLU function as activation function.**

import numpy as np

# ReLU and its derivative

relu = lambda x: np.maximum(0, x)

relu\_deriv = lambda x: (x > 0).astype(float)

# Setup

N, h1, h2, out = 4, 5, 3, 1

X = np.random.randint(0, 2, (10, N))

y = np.random.randint(0, 2, (10, 1))

# Random weights and biases

W1, b1 = np.random.randn(N, h1), np.random.randn(h1)

W2, b2 = np.random.randn(h1, h2), np.random.randn(h2)

W3, b3 = np.random.randn(h2, out), np.random.randn(out)

# Training

for \_ in range(5000):

a1 = relu(X @ W1 + b1)

a2 = relu(a1 @ W2 + b2)

out\_pred = relu(a2 @ W3 + b3)

error = y - out\_pred

d\_out = error \* relu\_deriv(out\_pred)

d\_h2 = (d\_out @ W3.T) \* relu\_deriv(a2)

d\_h1 = (d\_h2 @ W2.T) \* relu\_deriv(a1)

W3 += 0.01 \* a2.T @ d\_out; b3 += 0.01 \* d\_out.sum(0)

W2 += 0.01 \* a1.T @ d\_h2; b2 += 0.01 \* d\_h2.sum(0)

W1 += 0.01 \* X.T @ d\_h1; b1 += 0.01 \* d\_h1.sum(0)

# Output

print("\nInput X:\n", X)

print("\nTarget y:\n", y)

print("\nPredicted Output:\n", np.round(out\_pred))

print("\nWeights and Biases:")

print("\nW1:\n", W1, "\nb1:\n", b1)

print("\nW2:\n", W2, "\nb2:\n", b2)

print("\nW3:\n", W3, "\nb3:\n", b3)

1. **Implement a simple Multi-Layer Perceptron with N binary inputs, two hidden layers and one output. Use backpropagation and Tanh function as activation function.**

import numpy as np

# Tanh and its derivative

tanh = lambda x: np.tanh(x)

tanh\_deriv = lambda x: 1 - np.tanh(x)\*\*2

# Setup

N, h1, h2, out = 4, 5, 3, 1

X = np.random.randint(0, 2, (10, N))

y = np.random.randint(0, 2, (10, 1))

# Random weights and biases

W1, b1 = np.random.randn(N, h1), np.random.randn(h1)

W2, b2 = np.random.randn(h1, h2), np.random.randn(h2)

W3, b3 = np.random.randn(h2, out), np.random.randn(out)

# Training

for \_ in range(5000):

a1 = tanh(X @ W1 + b1)

a2 = tanh(a1 @ W2 + b2)

out\_pred = tanh(a2 @ W3 + b3)

error = y - out\_pred

d\_out = error \* tanh\_deriv(out\_pred)

d\_h2 = (d\_out @ W3.T) \* tanh\_deriv(a2)

d\_h1 = (d\_h2 @ W2.T) \* tanh\_deriv(a1)

W3 += 0.01 \* a2.T @ d\_out; b3 += 0.01 \* d\_out.sum(0)

W2 += 0.01 \* a1.T @ d\_h2; b2 += 0.01 \* d\_h2.sum(0)

W1 += 0.01 \* X.T @ d\_h1; b1 += 0.01 \* d\_h1.sum(0)

# Output

print("\nInput X:\n", X)

print("\nTarget y:\n", y)

print("\nPredicted Output:\n", np.round(out\_pred))

print("\nWeights and Biases:")

print("\nW1:\n", W1, "\nb1:\n", b1)

print("\nW2:\n", W2, "\nb2:\n", b2)

print("\nW3:\n", W3, "\nb3:\n", b3)

1. **Write a program to read a text file with at least 30 sentences and 200 words and perform the following tasks in the given sequence.**

**a. Text cleaning by removing punctuation/special characters, numbers and extra white spaces. Use regular expression for the same.**

**b. Convert text to lowercase**

**c. Tokenization**

**d. Remove stop words**

**e. Correct misspelled words.**

!pip install re

!pip install nltk

!pip install textblob

import nltk

nltk.download('punkt')

nltk.download('stopwords')

import re

import nltk

from nltk.corpus import stopwords

from textblob import TextBlob

nltk.download('stopwords')

file\_path = r"C:\Users\Vraj Shah\OneDrive\Desktop\The sun rises in the east. Birds ch.txt"

with open(file\_path, 'r', encoding='utf-8') as f:

text = f.read()

# Cleaning

text = re.sub(r'[^a-zA-Z\s]', '', text)

text = re.sub(r'\s+', ' ', text)

text = text.lower()

# Tokenization (simple way)

tokens = text.split()

# Remove Stopwords

stop\_words = set(stopwords.words('english'))

filtered\_tokens = [word for word in tokens if word not in stop\_words]

# Correct Spelling

corrected\_tokens = [str(TextBlob(word).correct()) for word in filtered\_tokens]

# Final output

print("\nCleaned and Corrected Text:\n")

print(' '.join(corrected\_tokens))

1. **Write a program to read a text file with at least 30 sentences and 200 words and perform the following tasks in the given sequence.**

**a. Text cleaning by removing punctuation/special characters, numbers and extra white spaces. Use regular expression for the same.**

**b. Convert text to lowercase**

**c. Stemming and Lemmatization**

**d. Create a list of 3 consecutive words after lemmatization.**

import re

import nltk

from nltk.stem import PorterStemmer, WordNetLemmatizer

nltk.download('wordnet')

nltk.download('omw-1.4')

# Step 1: Read File

file\_path = r"C:\Users\Vraj Shah\OneDrive\Desktop\The sun rises in the east. Birds ch.txt" # <<< Change accordingly

with open(file\_path, 'r', encoding='utf-8') as f:

text = f.read()

# Step 2: Text Cleaning

text = re.sub(r'[^a-zA-Z\s]', '', text)

text = re.sub(r'\s+', ' ', text)

# Step 3: Lowercase

text = text.lower()

# Step 4: Tokenization (Simple Split)

tokens = text.split()

# Step 5: Stemming

stemmer = PorterStemmer()

stemmed\_tokens = [stemmer.stem(word) for word in tokens]

# Step 6: Lemmatization

lemmatizer = WordNetLemmatizer()

lemmatized\_tokens = [lemmatizer.lemmatize(word) for word in stemmed\_tokens]

# Step 7: 3-Consecutive Words (triplets)

triplets = [' '.join(lemmatized\_tokens[i:i+3]) for i in range(len(lemmatized\_tokens)-2)]

# Final Outputs

print("\nLemmatized Tokens:\n", lemmatized\_tokens)

print("\nList of 3-Consecutive Words:\n", triplets)

1. **Write a program to read a 3 text files on any technical concept with at least 20 sentences and 150 words. Implement one-hot encoding.**

import re

# Function to read and clean text

def read\_and\_clean(file\_path):

with open(file\_path, 'r', encoding='utf-8') as f:

text = f.read()

text = text.lower()

text = re.sub(r'[^a-zA-Z\s]', '', text)

text = re.sub(r'\s+', ' ', text)

return text

# Function to create vocabulary

def build\_vocab(texts):

vocab = set()

for text in texts:

vocab.update(text.split())

vocab = sorted(list(vocab)) # Sort for consistent order

return vocab

# Function to one-hot encode a text

def one\_hot\_encode(text, vocab):

words = text.split()

word\_to\_index = {word: idx for idx, word in enumerate(vocab)}

one\_hot\_vectors = []

for word in words:

vector = [0] \* len(vocab)

if word in word\_to\_index:

vector[word\_to\_index[word]] = 1

one\_hot\_vectors.append(vector)

return one\_hot\_vectors

# Step 1: Read and Clean the 3 files

file1 = r"C:\Users\Vraj Shah\OneDrive\Desktop\Exp 24 - Artificial Intelligence, often abbr.txt" # Change this

file2 = r"C:\Users\Vraj Shah\OneDrive\Desktop\Exp 24 - Blockchain is a distributed ledger.txt" # Change this

file3 = r"C:\Users\Vraj Shah\OneDrive\Desktop\Exp 24 - Cloud computing is the delivery of.txt" # Change this

text1 = read\_and\_clean(file1)

text2 = read\_and\_clean(file2)

text3 = read\_and\_clean(file3)

texts = [text1, text2, text3]

# Step 2: Build vocabulary from all files

vocab = build\_vocab(texts)

print("Vocabulary Size:", len(vocab))

print("Vocabulary List:\n", vocab)

# Step 3: One-Hot Encode each text

encoded\_texts = [one\_hot\_encode(text, vocab) for text in texts]

# Step 4: Display results

for i, encoded in enumerate(encoded\_texts, start=1):

print(f"\nOne-Hot Encoding for File {i}:")

for vector in encoded[:10]: # Show only first 10 vectors for readability

print(vector)

1. **Write a program to read a 3 text files on a movie review with at least 20 sentences and 150 words. Implement bag of words.**

!pip install scikit-learn

from sklearn.feature\_extraction.text import CountVectorizer

import os

# Step 1: Read the contents of the 3 movie review files

file\_names = [

r"C:\Users\Vraj Shah\OneDrive\Desktop\Exp 25 - The Dark Knight iReview.txt",

r"C:\Users\Vraj Shah\OneDrive\Desktop\exp 25 - Interstellar review.txt",

r"C:\Users\Vraj Shah\OneDrive\Desktop\Exp 25 - Inception Review.txt"

]

documents = []

for file\_name in file\_names:

with open(file\_name, 'r', encoding='utf-8') as file:

documents.append(file.read())

# Step 2: Initialize CountVectorizer (Bag of Words)

vectorizer = CountVectorizer()

# Step 3: Fit and Transform the documents

X = vectorizer.fit\_transform(documents)

# Step 4: Display the vocabulary

print("\nVocabulary (Words extracted):")

print(vectorizer.get\_feature\_names\_out())

# Step 5: Display the Bag of Words Matrix

print("\nBag of Words Matrix (Word Counts):")

print(X.toarray())

1. **Write a program to read a 3 text files a tourist place with at least 20 sentences and 150 words. Implement TF-IDF.**

import math

import os

# Read files

files = [r"C:\Users\Vraj Shah\OneDrive\Desktop\Exp 26 - The Eiffel Tower.txt", r"C:\Users\Vraj Shah\OneDrive\Desktop\Exp 26 - The Statue of Liberty.txt",r"C:\Users\Vraj Shah\OneDrive\Desktop\Exp 26 - The Taj Mahal.txt"]

documents = []

for file in files:

with open(file, 'r', encoding='utf-8') as f:

documents.append(f.read().lower())

# Tokenize

def tokenize(text):

return text.replace('.', '').replace(',', '').split()

tokenized\_docs = [tokenize(doc) for doc in documents]

# Build Vocabulary

vocab = sorted(set(word for doc in tokenized\_docs for word in doc))

# Term Frequency (TF)

def compute\_tf(doc):

tf = {}

for word in vocab:

tf[word] = doc.count(word) / len(doc)

return tf

tfs = [compute\_tf(doc) for doc in tokenized\_docs]

# Inverse Document Frequency (IDF)

def compute\_idf():

idf = {}

N = len(tokenized\_docs)

for word in vocab:

df = sum(word in doc for doc in tokenized\_docs)

idf[word] = math.log((N + 1) / (df + 1)) + 1 # smoothing

return idf

idf = compute\_idf()

# TF-IDF

tfidfs = []

for tf in tfs:

tfidf = {word: tf[word] \* idf[word] for word in vocab}

tfidfs.append(tfidf)

# Display results

for i, tfidf in enumerate(tfidfs):

print(f"\nTF-IDF for {files[i]}:")

sorted\_words = sorted(tfidf.items(), key=lambda x: x[1], reverse=True)

for word, score in sorted\_words[:10]: # Top 10 words

print(f"{word}: {score:.4f}")